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Abstract. Fault injection attack is a class of active, physical attacks
against cryptographic circuits. The design and implementation of coun-
termeasures against such attacks are intricate, error-prone and labo-
rious, necessitating formal verification to guarantee their correctness.
In this paper, we propose the first compositional verification approach
for round-based hardware implementations of cryptographic algorithms.
Our approach decomposes a circuit into a set of single-round sub-circuits
which are verified individually by either SAT/SMT- or BDD-based tools.
Our approach is implemented as an open-source tool CLEAVE, which is
evaluated extensively on realistic cryptographic circuit benchmarks. The
experimental results show that our approach is significantly more effec-
tive and efficient than the state-of-the-art.

1 Introduction

Cryptographic circuits are widely applied in various embedded and cyber-physical
systems [5,39]. However, they are vulnerable to fault injection attacks, which
disrupt the execution of cryptographic primitives via clock glitch [2], underpow-
ering [34], voltage glitch [41], electromagnetic pulse [16], or laser beam [36]. With
circuit’s faulty outputs, attackers can employ statistical analysis methods to infer
sensitive information, thereby threatening the security of, e.g., authentication.
As a result, fault injection attacks pose a significant threat to the security of
embedded and cyber-physical systems.

While countermeasures have been proposed to mitigate these attacks [1,26,35],
their implementation does not necessarily guarantee security. Crucially, the fault-
resistance of these countermeasures needs to be formally verified. While a plethora
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of fault-resistance analysis approaches have been proposed (cf. Section 6), the
state-of-the-art formal verification approaches are non-compositional and limited
in efficiency and scalability for realistic cryptographic circuits.

Contributions. In this work, we propose the first compositional verification
approach for sequential circuits of cryptographic primitives with countermea-
sures against fault injection attacks, aiming to combat the efficiency and scal-
ability challenges. Different from existing approaches for compositional safety
and equivalence checking (e.g., [25,24,15]) which are not applicable for fault-
resistance verification, our approach leverages the structural feature of round-
based cryptographic circuits and decomposes the circuit into a set of single-round
sub-circuits extended with, importantly, primary inputs/outputs, registers and
their connections to guarantee soundness. We then verify those sub-circuits by
leveraging SAT/SMT- and BDD-based approaches [37,31]. Our decomposition
approach guarantees that the composition of fault-resistant single-round sub-
circuits is always fault-resistant. Furthermore, we investigate various acceleration
techniques that can significantly enhance verification efficiency.

We implement our approach as an open-source tool CLEAVE (Compositional
fauLt injEction Attacks VErifier), based on Verilog gate-level netlist. We thor-
oughly evaluate CLEAVE on 9 real-world cryptographic circuits (i.e., AES and
LED64) equipped by both detection- and correction-based countermeasures,
where the number of gates ranges from 1,020 to 34,351. The experimental results
show that our approach is effective and efficient. For instance, the SAT-based
compositional approach can verify most of the benchmarks (17/18) within 200
seconds and the remaining one can be done in 53 minutes; in contrast, the mono-
lithic counterpart can only deal with 12 benchmarks within 6 hours and requires
significantly more verification time. The same improvements can be observed for
SMT- and BDD-based compositional approaches.

To summarize, we make the following contributions.

– We propose a novel compositional fault-resistance verification framework for
cryptographic circuits and various techniques to enhance efficiency;

– We implement an open-source tool CLEAVE for Verilog gate-level netlists;
– We extensively evaluate our tool on realistic cryptographic circuits, demon-

strating its effectiveness and efficiency.

Outline. Section 2 introduces preliminaries. Section 3 defines the fault-resistance
verification problem. Section 4 presents our compositional verification approach.
Section 5 reports experimental results; We discuss related work in Section 6 and
conclude the work in Section 7. Benchmarks, the source code of CLEAVE, more
experiential results and missing proofs are provided [38].

2 Preliminaries

Let B := {0, 1} and [n] := {1, · · · , n} for a natural number n ≥ 1. We consider
two types of logic gates: one-input gate g : B→ B (e.g., not) and two-input gate
g : B×B→ B (e.g., and, or, xor). To model faulty gates, we define three faulty
counterparts (g, gs, gr) of each gate g with g = ¬g, gs = 1 and gr = 0.
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Definition 1. A combinational circuit C is a tuple (V, I,O,E, g), where

– V is a finite set of vertices in the circuit such that each vertex v ∈ V \(I∪O)
is associated with a logic gate g(v) whose fan-in is the in-degree of v;

– I ⊆ V and O ⊆ V are the primary inputs and outputs, respectively;
– E ⊆ (V \O)× (V \ I) is a set of edges, each of which (v1, v2) ∈ E transmits

the signal over B from v1 to v2, namely, one of the inputs of the logic gate
g(v2) is driven by the output of the logic gate g(v1);

– and (V,E) forms a Directed Acyclic Graph (DAG).

A combinational circuit C represents a Boolean function JCK : B|I| → B|O|
such that for any input signals x ∈ B|I|, JCK(x) is the output of the circuit C
when fed with x.

A (synchronous) sequential circuit is a combinational circuit with feedback
via registers and synchronized by a global clock. It is memoryful as the reg-
isters store the internal state. In this paper, we focus on round-based circuit
implementations of cryptographic algorithms. Conceptually, the circuit consists
of several rounds, and physically each round may comprise some clock cycles.
For our purpose, the sequential circuit is defined as follows.

Definition 2. A k-clock cycle sequential circuit S[k] (we may simply write S to
simplify the notation) is a tuple (I,O, C,R, s0), where

– I and O comprise the primary inputs and primary outputs, respectively.
– R = Rin ∪ Rs is a finite set of registers (aka memory gates), with initial

signals s0 ∈ B|Rs| for state registers in Rs. Intuitively, registers in Rin (resp.
Rs) store primary input signals (resp. results) of combinational circuits.

– C = {C1, · · · , Ck}, where for each i ∈ [k], Ci = (Vi, Ii, Oi, Ei, gi) is a combi-
national circuit for the i-th clock cycle. Moreover, it is required that all the
primary inputs I are connected to registers in Rin which in turn are con-
nected to the inputs Ii to avoid glitches, and the outputs Oi are connected to
the primary outputs O and registers in Rs. We also extend function gi such
that gi(r) is an identity function for every register r ∈ R

A state s : Rs → B of S[k] is a valuation of the registers Rs. In each clock
cycle i ∈ [k−1], given a state si−1 and primary input signals xi, the next state si
is JCiK(si−1,xi) projected onto Rs, while JCiK(si−1,xi) projected onto O gives

the primary output signals yi, written as si−1
xi|yi−→ si.

Given a sequence of primary input signals (x1, · · · ,xk), a run ρ of the circuit
S[k] is a sequence

s0
x1|y1−→ s1

x2|y2−→ s2
x3|y3−→ s3−→· · ·−→sk−1

xk|yk−→ sk,

where (y1, · · · ,yk) is the sequence of primary output signals. The circuit S[k]
can also be seen as a Boolean function JS[k]K : (B|I|)k → (B|O|)k such that
JS[k]K(x1, · · · ,xk) is the sequence of primary output signals for a sequence of
primary input signals (x1, . . . ,xk).
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We remark that our definition of sequential circuits is slightly different from
the one given in [37], in which primary inputs can be connected to logic gates.
We only allow primary inputs to connect to registers to avoid glitches which
often introduce faults as well. Hence, our definition is sufficient for cryptographic
circuits according to our experience while it facilitates the decomposition.

3 The Fault-Resistance Verification Problem

A fault injection attack actively injects faults into the execution of a crypto-
graphic circuit and then infers sensitive data (such as the cryptographic key)
via statistical analysis [3,9,8]. A general introduction refers to [21]. In partic-
ular, both non-invasive fault injections (i.e., clock glitches, underpowering and
voltage glitches) and semi-invasive fault injections (i.e., electromagnetic pulses
and laser beams) have been widely studied to compromise the security of cryp-
tographic circuits, varying with attack cost and attack effectiveness [30]. There
are detection- and correction-based countermeasures to mitigate fault injection
attacks [1,35]: the former aims to detect fault injection attacks and raise an error
flag once the attack is detected, so sensitive data can be destroyed in time; the
latter aims to correct faults induced by attacks and produce the desired outputs.

3.1 Security Notions

We consider the following three fault types that suffice to capture both non-
invasive fault injections and semi-invasive fault injections (cf. [30,37]):

– bit-set fault τs: when injected on a gate g, its output becomes 1, namely, the
gate g becomes the faulty gate gs, denoted by τs(g);

– bit-reset fault τr: when injected on a gate, its output becomes 0, namely, the
gate g becomes the faulty gate gr, denoted by τr(g);

– bit-flip fault τbf : when injected on a gate, its output is flipped, namely, the
gate g becomes the faulty gate g, denoted by τbf (g);

Fix a circuit S[k] = (I,O,R, s0, C) protected using either a detection-based
or correction-based countermeasure, where C = {C1, · · · , Ck} and for each i ∈
[k], Ci = (Vi, Ii, Oi, Ei, gi). We assume oflag ∈ O, where oflag is an error flag in-
dicating whether a fault was detected when S adopts a detection-based counter-
measure. If S adopts a correction-based countermeasure (i.e., no error flag is
involved), we simply assume that oflag is always 0. We denote by B the blacklist
of invulnerable gates that are protected against fault injection attacks. B usually
contains the gates used in implementing a countermeasure.

Definition 3. A fault vector on the circuit S with the blacklist B and a set of
fault types T , denoted by V(S,B, T ), is a set of fault events

V(S,B, T ) :=
{
e(α1, β1, τ1), · · · , e(αm, βm, τm) | i 6= j =⇒ (σi 6= σj∨βi 6= βj)

}
,

where each fault event e(σ, β, τ) consists of



Compositional Verification of Cryptographic Circuits against FIA 5

– σ ∈ [k] specifying the clock cycle of the fault injection, namely, the fault
injection occurs at the σ-th clock cycle;

– β ∈ R ∪ Vσ \ (Iσ ∪ Oσ) specifying the vulnerable gate on which the fault is
injected (note that β 6∈ B);

– τ ∈ T specifying the fault type.

A fault vector V(S,B, T ) yields a faulty circuit F(S,B, T ) := (I,O,R, s0, C′),
where C′ = {C ′1, · · · , C ′k}, for each i ∈ [k]: C ′i := (Vi, Ii, Oi, Ei, g

′
i) and g′i(β) :=

τ(gi(β)) if e(i, β, τ) ∈ V(S,B, T ), otherwise C ′i := Ci and g′i(β) := gi(β).
Intuitively, the faulty circuit F(S,B, T ) is the same as the circuit S except

that for each fault event e(i, β, τ) ∈ V(S,B, T ), the gate gi(β) is transiently
replaced by its faulty counterpart τ(gi(β)) in the i-th clock cycle, whereas all
the other gates remain the same.

Definition 4. A fault vector V(S,B, T ) is effective if there exists a sequence of
primary input signals (x1, · · · ,xk) such that two sequences of primary output
signals

JSK(x1, · · · ,xk) and JF(S,B, T )K(x1, · · · ,xk)

differ at some clock cycle before the error flag oflag is set.
Otherwise, the fault vector V(S,B, T ) is ineffective and the circuit S is re-

sistant against the fault vector V(S,B, T ).

An effective fault vector results in faulty primary output signals where the fault
is not successfully detected (i.e., the error flag oflag is not set in time). Note that
there are two possible cases for an ineffective fault vector: either JSK(x1, · · · ,xk)
and JF(S,B, T )K(x1, · · · ,xk) are the same or the fault is successfully detected.

Inspired by the consolidated fault model [30], we define the security model for
fault-resistance verification which characterizes the capabilities of the adversary.

Definition 5. A fault-resistance model for the circuit S with the blacklist B is
given by m(ne, nc, T, `), where

– ne is the maximum number of fault events per clock cycle;
– nc is the maximum number of clock cycles in which fault events can occur;
– T ⊆ {τs, τr, τbf} specifies the set of allowed fault types; and
– ` ∈ {c, r, cr} defines vulnerable gates: c for logic gates in combinational cir-

cuits, r for registers and cr for both logic gates and registers.

For example, m(ne, k, {τs, τr, τbf}, cr) models the strongest adversary, who can
inject faults to all the gates simultaneously at any clock cycle (except for those
protected in the blacklist B) while m(1, 1, {τs}, c) only allows the adversary to
choose one logic gate to inject a set fault in one chosen clock cycle.

Formally, the fault-resistance model m(ne, nc, T, `) defines the following set
Jm(ne, nc, T, `)K of possible fault vectors that can be applied by the adversary:

Jm(ne, nc, T, `)K :=

V(S,B`, T )
]MaxE(V(S,B`, T )) ≤ ne

and
]Clk(V(S,B`, T )) ≤ nc


where
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– B` :=


B, if ` = cr;
B ∪R, if ` = c;
B ∪

⋃
i∈[k] Vi \ (Ii ∪Oi), if ` = r;

– ]MaxE(V(S,B`, T )) := maxα∈[k] |{e(α, β, τ) ∈ V(S,B`, T )}|, i.e., the maxi-
mum number of fault events per clock cycle in the fault vector V(S,B`, T );

– ]Clk(V(S,B`, T )) := |{α | e(α, β, τ) ∈ V(S,B`, T )}|, i.e., the number of
clock cycles when fault events can occur.

Definition 6. The circuit S is fault-resistant against m(ne, nc, T, `), denoted by
〈S,B〉 |= m(ne, nc, T, `), if all the fault vectors V(S,B, T ) ∈ Jm(ne, nc, T, `)K are
ineffective.

The fault-resistance verification problem is to determine whether or not
〈S,B〉 |= m(ne, nc, T, `).

By Definition 6, it is straightforward to show that:

Proposition 1. If 〈S,B〉 |= m(ne, nc, T1, cr), then 〈S,B′〉 |= m(n′e, n
′
c, T2, `) for

any B ⊆ B′, n′e ≤ ne, n
′
c ≤ nc, T2 ⊆ T1, ` ∈ {c, r, cr}.

By adapting the proof of NP-completeness [37] which reduces from the SAT
problem, we can show

Theorem 1. The problem of determining whether a k-clock cycle circuit S[k]
for any fixed k ≥ 3 is not fault-resistant is NP-complete.

3.2 Motivating Example

A motivating example is given in Fig. 1, which is a simplified implementation
of AES with a detection-based countermeasure [1]. The circuit has three cryp-
tographic blocks (B1, B2, B3), three redundancy blocks (RB1, RB2, RB3), two
selective blocks (MUX1, MUX2) and a check block CHECK, where all the gates in the

B1 RB1

B2 RB2

MUX2

B3 RB3

MUX1

OUTPUT

INTPUT

C
H
E
C
K

FLAG

sel

rst

REG

FeedBack

Fig. 1. The AES circuit.

check block CHECK are added to the blacklist B.
The cryptographic blocks and the two selective
blocks together implement the functionality of
AES, while the others implement a detection-
based countermeasure.

The first round starts with a reset signal
rst (i.e., rst =1) after which the primary input
signals INPUT are selected by MUX1 and stored
in the registers REG. Moreover, rst is set to 0.
Next, the values stored in the registers REG are
processed by the cryptographic and redundancy
blocks. The cryptographic block B1 produces
primary output signals of the current round; the
results of the cryptographic block B3 and redundancy block RB3 are stored in
the registers REG as inputs of the next round (called feedback). Furthermore,
the values of registers and the results of all the cryptographic and redundancy
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blocks are fed to the check block CHECK which checks whether a fault injection
attack occurs. The primary output FLAG is the error flag.

The internal rounds are the same as the first round except that the feedback
from the previous round is stored in the registers, instead of the primary input
signals, because the reset signal rst has been set to 0 in the first round. The last
round is the same as the internal rounds except that the results of the crypto-
graphic block B1 (resp. the redundancy block RB1) are fed to the cryptographic
block B3 (resp. the redundancy block RB3) by setting the input signal sel=1 of
the selective block MUX2, respectively.

To verify its fault-resistance, one can unroll it according to the clock cycle (cf.
[38]), then enumerate and check the effectiveness of each possible fault vector by
analyzing the unrolled and faulty counterparts via BDD [31] or SAT/SMT [37].
However, there are two shortcomings which hurdle their efficiency and scalability.
(1) One shall verify the equivalence of the primary outputs of the circuit and
its faulty counterpart, which must be done for each round (unless the error
flag is set). Since the subsequent round depends upon preceding rounds, the
size of the SAT/SMT formulas or BDDs usually increases dramatically, which
incurs a blowup in rounds of circuits. (2) To achieve completeness (or at least
a high coverage), a large number of possible fault vectors have to be checked,
which incurs a blowup in the number of fault vectors. Our work proposes a
novel compositional approach to combat these two types of blowups in fault-
resistance verification by decomposing the verification of an entire circuit into
the verification of (typically much smaller) single-round sub-circuits.

4 Compositional Verification

In this section, we first describe the overview of our approach and our decomposi-
tion, next briefly recap two symbolic approaches (SAT/SMT- and BDD-based)
for verifying sub-circuits, and finally present three acceleration techniques to
improve the verification efficiency.

4.1 Overview of the Approach

Our approach relies on the structural feature of (round-based) cryptographic
primitives, e.g., block ciphers, for which countermeasures are developed round-
by-round accordingly, aiming to isolate the effects of fault injection in each round.
Furthermore, the rounds are often similar, many of which are even the same, For
instance, the first (k−1) rounds in Fig. 1 are the same except that the first round
uses the primary input signals while the other (internal) rounds use the feedback
from the previous round (i.e., the values stored in the registers).

Based on the above key observation, as shown in Fig. 2, given a circuit S,
a blacklist B of gates on which faults cannot be injected and a fault-resistance
model m(ne, nc, T, `), our approach first decomposes the circuit S into single-
round sub-circuits (S1, · · · , Sr) where each Si for i ∈ [r] implements one round.
As many sub-circuits are indeed identical, we only need to verify a small number
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Circuit 
Decomposition

Sub-circuit 1

Sub-circuit 2

Sub-circuit r

Result

Protected 
circuit S

Blacklist B

Fault-resistance 
model

𝒎(𝑛𝑒 , 𝑛𝑐 , 𝑇, ℓ)

Sub-circuit Verification

SAT/SMT-based 
Verification

BDD-based 
Verification

Acceleration 
Techniques

Fig. 2. Overview of our approach.

of single-round sub-circuits in isolation whereby the fault-resistance of the entire
circuit S is guaranteed. For instance, in the motivating example, we only need
to verify the first and the k-th (i.e., last) round, because the first (k− 1) rounds
are virtually the same. It reduces the verification of a k-round circuit to the
verification of two single-round sub-circuits.

To verify each sub-circuit, we leverage two symbolic verification approaches,
based on SAT/SMT and BDD. To further improve efficiency, we also study
various acceleration techniques exploiting fault effects and propagation.

4.2 The Decomposition

For a k-clock cycle circuit S[k] = (I,O,R, s0, C) where R = Rin ∪ Rs, C =
{C1, · · · , Ck} and Ci = (Vi, Ii, Oi, Ei, gi) for each i ∈ [k], let r be the number of
rounds of S[k]. An r-decomposition of S[k] is (S1[k1], · · · , Sr[kr]), where for every
i ∈ [r], Si[ki] is a single-round, ki-clock cycle sub-circuit (I(i),O(i),R(i), s(i), C(i))
defined as (note that

∑
i∈[r] ki = k)

– I(i) = I ∪ Ifb, where Ifb comprises additional primary inputs used for rep-
resenting the signals passed from the previous round, i.e., the values stored
in the state registers Rs at the end of the (i− 1)-th round;

– O(i) = O ∪ Ofb, where Ofb comprises additional primary outputs used for
representing the signals passed to the next round, i.e., the values stored to
the state registers Rs at the end of the (i− 1)-th round;

– R(i) = R′in∪R′s where R′in = Rin∪Rins , Rins ⊆ Rs comprises registers used
for storing signals passed from one round to the next round, and R′s ⊆ Rs
comprises the registers used for connecting combinational circuits of C(i)
(note that R′s can be ∅ if ki = 1, i.e., the round has one clock cycle);

– s(1) = s0 and s(i) for i ≥ 2 is not defined;
– C(i) = {Ci,1, · · · , Ci,ki} with C1,1, · · · , C1,k1 , · · · , Cr,1, · · · , Cr,kr = C1 · · ·Ck,

and the connection between any two adjacent single-rounds sub-circuits via
the registers R′s is the same as that in S;

– the registers inRins that were connected by the outputs Oi−1,ki−1
of Ci−1,ki−1

are now connected by the additional primary inputs Ifb if i ≥ 2;
– the outputs Oi−1,ki−1

of Ci,ki that were connected to the registers in Rs are
now connected to the additional primary outputs Ofb.
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B1 RB1

B2 RB2

B3 RB3

OUTPUT

C
H
E
C
K

FLAG

REG

INPUT

OUTPUT

B1 RB1

B2 RB2

B3 RB3

OUTPUT

C
H
E
C
K

FLAG

REG

INPUT

B1 RB1

B2 RB2

B3 RB3

OUTPUT

C
H
E
C
K

FLAG

INPUT

REG

R1 R2 Rk

OUTPUT OUTPUT

Fig. 3. Single-round sub-circuits of the motivating example.

Two single-round sub-circuits Si[ki] and Sj [kj ] are isomorphic w.r.t. the
blacklist B if they are identical up to the renaming of the primary inputs/out-
puts, registers and vertices in the combinational circuits, and the matched gate
pairs are either both protected or not protected in B. Note that this condi-
tion is much stricter than the semantic equivalence of two circuits, namely, the
same input-output relation, which is insufficient for our decomposition theo-
rem. For instance, consider one single-round sub-circuit correctly implements
a correction-based countermeasure but the other one does not implement any
countermeasure. They are semantically equivalent, but both have to be verified.

Proposition 2. For any pair of isomorphic circuits (Si, Sj) and fault-resistance
model m(ne, nc, T, `), 〈Si,B〉 |= m(ne, nc, T, `) iff 〈Sj ,B〉 |= m(ne, nc, T, `). ut

Consider the example in Fig. 1. In this case, r = k (ki = 1 for each i ∈
[k]). As illustrated in Fig. 3, our r-decomposition removes all the connections
labeled with FeedBack, re-connects the outputs of the blocks B3 and RB3 to
the additional primary outputs that were connected to the registers REG, and
connects the additional primary inputs to the registers REG that were connected
by the outputs from the previous round. Then, all the single-sound sub-circuits
except for the last one are isomorphic.

Theorem 2. Given a k-clock cycle circuit S[k] = (I,O,R, s0, C) and a blacklist
B, let (S1[k1], S2[k2], · · · , Sr[kr]) be the r-decomposition of S[k]. For any fault-
resistance model m(ne, nc, T, `), if 〈Si,B〉 |= m(ne, nc, T, `) for all single-round
sub-circuits Si ∈ {S1, S2 · · · , Sr}, then 〈S,B〉 |= m(ne, nc, T, `).

Furthermore, if nc ≥ ki for all i ∈ [r],then 〈S,B〉 |= m(ne, k, T, `).

We should emphasize that the additional primary inputs Ifb, primary out-
puts Ofb, registers Rins and their connections are crucial to guarantee that the
composition S[k] of the fault-resistant sing-round sub-circuits (S1[k1], · · · , Sr[kr])
is also fault-resistant. The fault-resistance of all the single-round sub-circuits,
i.e., 〈Si,B〉 |= m(ne, nc, T, `) for i ∈ [r], ensures that the primary outputs
O′ = O ∪Obf remain the same (unless the error flag is set) for any fault vector
V(S,B, T ) ∈ m(ne, nc, T, `). It guarantees that not only the primary outputs O
but also the values stored to the registersRins at the end of each round remain the
same (unless the error flag is set) for any fault vector V(S,B, T ) ∈ m(ne, nc, T, `).
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In other words, the single-round sub-circuits are able to detect any fault injec-
tions which change the primary outputs O or the values used by the next round
(i.e., isolating fault effects in each round). Thus, our decomposition approach for
compositional fault-resistance verification is different from previous ones used for
compositional safety and equivalence checking (e.g., [25,24,15]).

4.3 SAT/SMT-based Verification

We adopt the SAT/SMT-based approach used in FIRMER [37] which reduces
the problem to SAT/SMT solving. Given a fault-resistance model m(ne, nc, T, `)
and a (single-round) k-clock cycle circuit S[k] = (I,O,R, s0, C), FIRMER first
encodes all the possible fault vectors into S[k] by introducing additional in-
puts to control if a fault is injected on a gate and which fault type is injected.
This will result in a controllable faulty circuit, denoted by Sm(ne, nc, T, `). The
fault-resistance verification of S[k] is reduced to equivalence checking of S and
Sm(ne, nc, T, `) with constraints on the additional inputs and error flag, which
in turn is reduced to the SAT/SMT solving. (Cf. [37] for details.)

4.4 BDD-based Verification

We adopt the BDD-based approach used in FIVER [31]. To avoid re-construction
of the BDD from scratch for each fault vector, FIVER first attaches each gate
g in the circuit S with a BDD Dg representing the output of the gate in S.
Then, for each fault vector V(S,B, T ) ∈ Jm(ne, nc, T, `)K, on a copy S ′ of the
BDD-attached circuit S, the BDD Dg of the gate g is revised according to each
fault event e(i, g, τ) ∈ V(S,B, T ), where the BDDs of the gates depending upon
g are also revised accordingly. Finally, for each clock cycle, FIVER checks each
primary output o by comparing the attached BDDs of the primary output o in
the circuit S and its faulty counterpart S ′. Furthermore, some optimizations to
reduce the number of considered fault vectors and improve the construction of
the desired S ′ are implemented. (Cf. [31] for details.)

4.5 Acceleration Techniques

For both SAT/SMT-based and BDD-based verification, we apply the following
acceleration techniques.

Fixed number of fault events. Recall that to prove fault-resistance, we con-
sidered all possible fault vectors V(S,B`, T ) such that ]MaxE(V(S,B`, T )) ≤ ne
and ]Clk(V(S,B`, T )) ≤ nc. It turns out that these two conditions can be safely
improved to “ne fault events for each clock cycle if some fault events occur in this
clock cycle” when τs, τr ∈ T and the number of vulnerable gates is more than ne
in each clock cycle, reducing the number of fault vectors to be checked. Indeed,
if there is an effective fault vector V(S,B, T ) ∈ Jm(ne, nc, T, `)K such that the
number of fault events is n in some clock cycle with 1 ≤ n < ne, there exists
a sequence of primary input signals (x1, · · · ,xk) such that JSK(x1, · · · ,xk) and
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JF(S,B, T )K(x1, · · · ,xk) differ at some clock cycle before the error flag is set.
We can add (ne − n) fault events e(i, g, τ) to V(S,B`, T ), where the output of
the gate g under the primary input signals (x1, · · · ,xk) remains the same by
choosing τ ∈ {τs, τr}. The resulting fault vector is still effective.

Fault type reduction. Let T = {τs, τr, τbf}. We find that 〈S,B〉 |= m(ne, nc, T , `)
iff 〈S,B〉 |= m(ne, nc, τbf , `) iff 〈S,B〉 |= m(ne, nc, {τs, τr}, `), allowing us to con-
sider only {τs, τr} if {τs, τr} ⊆ T and only τbf if τbf ∈ T for any set T of fault
types. Consider an effective fault vector V(S,B, T ) ∈ Jm(ne, nc, T , `)K and a
sequence of primary input signals (x1, · · · ,xk) such that JSK(x1, · · · ,xk) and
JF(S,B, T )K(x1, · · · ,xk) differ at some clock cycle before the error flag is set.

– For every fault event e(i, g, τbf ) ∈ V(S,B, T ), if the output of the gate g at
the i-th clock cycle in JF(S,B, T )K(x1, · · · ,xk) is flipped from 1 to 0 (resp.
from 0 to 1), e(i, g, τbf ) can be safely replaced by e(i, g, τr) (resp. e(i, g, τs)).
Thus, 〈S,B〉 |= m(ne, nc, {τs, τr}, `) entails 〈S,B〉 |= m(ne, nc, T , `).

– For every fault event e(i, g, τ) ∈ V(S,B, T ) such that τ ∈ {τs, τr}, if the out-
put of the gate g at the i-th clock cycle in JF(S,B, T )K(x1, · · · ,xk) is flipped
by applying e(i, g, τ), e(i, g, τ) can be safely replaced by e(i, g, τbf ); otherwise
the output of the gate g at the i-th clock cycle in JF(S,B, T )K(x1, · · · ,xk)
remains the same by applying e(i, g, τ), e(i, g, τ) can be safely removed from
V(S,B, T ). Thus, 〈S,B〉 |= m(ne, nc, τbf , `) entails 〈S,B〉 |= m(ne, nc, T , `).

Vulnerable gate reduction. If the output of a gate g is only connected to
one vulnerable logic gate g′ 6∈ B`, then the gate g can be safely added into the
blacklist B while no protection is required for the gate g. It is because:

– if the output of the gate g does not change at the i-th clock cycle after
applying the fault event e(i, g, τ), then the effect of the fault event e(i, g, τ)
terminates at the gate g′, thus e(i, g, τ) can be removed from any fault vector;

– if the output of the gate g does change at the i-th clock cycle after applying
the fault event e(i, g, τ), it is flipped either from 1 to 0 or from 0 to 1, the
same effect can be achieved by applying the fault event e(i, g′, τbf ), or the
fault event e(i, g′, τs) if it is flipped from 0 to 1 or the fault event e(i, g′, τr)
if it is flipped from 1 to 0.

As a result, it suffices to consider fault injections on the gate g′ instead of both
g and g′ when τbf ∈ T or {τs, τr} ⊆ T , which reduces the number of vulnerable
gates [37]. By a graph traversal of the circuit S, all the gates g whose output is
only connected to one vulnerable logic gate g′ 6∈ B` can be identified and then
added into the blacklist B.

We finally remark that the above three acceleration techniques can be applied
simultaneously except that we cannot fix the number of fault events if the set
and reset fault types (i.e., τs and τr) are unavailable.

5 Implementation and Evaluation

We have implemented our approach as an open-source tool CLEAVE based on the
parallel SAT solver Glucose 4.2.1 [6] and SMT solver bitwuzla 1.0-prerelease [28],
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where the BDD-based compositional verification is implemented based on FIVER
which uses the CUDD package. Given a circuit S in Verilog gate-level netlist,
a blacklist B and a fault-resistance model m(ne, nc, T, `), CLEAVE determines
whether (S,B) |= m(ne, nc, T, `). Currently, CLEAVE directly extracts single-
round sub-circuits from S by enumerating all the feasible combinations of in-
put signals of selective blocks. One feasible combination gives one single-round
sub-circuit on which fault resistance is verified. Though more than one isomor-
phic single-round sub-circuits may be verified, the computational-expensive (GI-
complete) isomorphism checking of pairs of single-round sub-circuits is avoided.
For instance, the two distinct single-round sub-circuits of the circuit in Fig. 1) are
extracted by fixing the signals of rst and sel to (1, 0), (0, 0) and (0, 1), respec-
tively, where the first two pairs of signals give the same single-round sub-circuits
after adding/re-connecting primary inputs/outputs and registers according to
our decomposition.

Benchmarks. We use 9 VHDL implementations [1,35] of 3 cryptographic algo-
rithms (i.e., CRAFT, LED and AES [31]). The VHDL implementations are trans-
formed into Verilog gate-level netlists using the Synopsys design compiler (ver-
sion O-2018.06-SP2). The blacklists are generated according to [1,35]. The statis-
tics of the benchmarks are given in Table 1. The first column shows the name of
the cryptographic algorithm, the maximal number of protected faulty bits per
clock cycle (bi), the type of the adopted countermeasure (D for detection-based
and C for correction-based). The second column shows the single-round sub-
circuit and its number of times used in the implementation, e.g., the 10-round
AES-b1-D has two single-round sub-circuits (S1, S2) and S1 is used in 9 rounds.
The other columns respectively give the size of the blacklist B, the numbers of
primary inputs, primary outputs, gates and each specific gate.

We can observe that CRAFT benchmarks use both detection-based (D) and
correction-based (C) countermeasures, many single-round sub-circuits are iso-
morphic in each implementation, the number of distinct single-round sub-circuits
ranges from 1 to 3, and the number of gates in one single-round sub-circuit ranges
from 1,020 to 34,351 so that the scalability of CLEAVE can be evaluated.

Setup. The experiments were conducted on a machine with Intel Xeon Gold
6342 2.80GHz CPU, 1T RAM, and Ubuntu 20.04.1. Each verification task is
run with 6-hour timeout. All the SAT-based and BDD-based (compositional)
verification approaches are run with eight threads while the SMT-based (com-
positional) verification approaches are run with a single thread, with their default
parameters (There are no promising parallel SMT solvers for QF BV). The ver-
ification time is given in seconds with the best one highlighted in boldface,
column R reports the verification result, and column DR shows the desired veri-
fication result. Mark 3 (resp. 7) indicates that the circuit is fault-resistant (resp.
not fault-resistant) w.r.t. the fault-resistance model.

5.1 Effectiveness of Acceleration Techniques

Recall that we present three acceleration techniques: fixed number of fault events
(denoted by fe), fault type reduction (denoted by tr), and vulnerable gate re-
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Table 1. Benchmark statistics.

Name Rnd #Clk |B| #in #out #gate #and #nand #or #nor #xor #xnor #not #reg

AES-b1-D
S1×9 1 432 256 129 25,008 576 9,446 560 9,705 828 852 2,897 144
S2×1 1 432 256 129 24,192 544 9,018 624 9,381 816 992 2,673 144

AES-b2-D
S1×9 1 1,055 256 129 34,351 704 12,698 833 13,012 1,440 1,584 3,888 192
S2×1 1 1,055 256 129 33,423 752 12426 849 12,308 1,392 1,808 3,696 192

CRAFT-b1-D S1×32 2 240 128 65 1,020 48 202 48 149 212 232 49 80

CRAFT-b2-D S1×32 2 575 128 65 1,715 65 255 48 271 188 680 96 112

CRAFT-b3-D S1×32 2 767 128 65 2,111 64 346 65 292 224 896 96 128

CRAFT-b1-C S1×32 2 2,304 128 64 3,172 0 864 48 656 428 760 304 112

CRAFT-b2-C S1×32 2 19,568 128 64 20,884 320 7,904 352 6,592 1,484 2,056 2,000 176

LED64-b1-D
S1×1 1 239 128 65 1,632 16 346 32 53 416 608 81 80
S2×8 1 240 128 65 1,636 16 346 32 53 420 604 85 80
S3×23 1 240 128 65 1,480 16 346 32 53 352 544 57 80

LED64-b2-D
S1×1 1 575 128 65 2,575 17 479 64 111 512 1168 112 112
S2×8 1 575 128 65 2,585 17 479 64 111 516 1164 122 112
S3×23 1 575 128 65 2,333 17 479 64 111 448 1024 78 112

Table 2. SAT-based verification of single-round sub-circuits.

Name Model no-opt gr gr·fe gr·trsr gr·fe·trsr gr·trbf R DR

AES-b1-D m(1, 1, T , cr) 2,486.33 255.06 219.26 197.15 214.07 178.58 3 3

AES-b1-D m(2, 1, T , cr) 2.62 0.81 0.72 0.60 0.63 0.65 7 7

AES-b2-D m(2, 1, T , cr) timeout 2,409.43 2,272.56 2,224.11 2,412.66 1,595.51 3 3

AES-b2-D m(3, 1, T , cr) 4.68 1.34 0.94 0.99 1.07 1.43 7 7

CRAFT-b2-C m(2, 1, T , cr) 31.80 10.08 10.78 10.95 11.09 9.40 3 3

CRAFT-b2-C m(3, 1, T , cr) 0.32 0.26 0.35 0.33 0.32 0.30 7 7

CRAFT-b3-D m(3, 1, T , cr) 7.56 0.33 0.32 0.32 0.31 0.42 3 3

CRAFT-b3-D m(4, 1, T , cr) 0.08 0.04 0.04 0.04 0.05 0.05 7 7

duction (denoted by gr). We denote by “no-opt” the verification without any of
these acceleration techniques, by trsr and trbf the fault type reduction that re-
duces to the fault types (τs, τr) and the fault type τbf , respectively. The accelera-
tion techniques can be combined, e.g., gr·fe applies “vulnerable gate reduction”
with “fixed number of fault events”. Note that trbf cannot be combined with a
fixed number of fault events (i.e., no fe·trbf or gr·fe·trbf ). We evaluate all the
acceleration techniques and their feasible combinations on the first single-round
sub-circuits of AES-b1-D, AES-b2-D, CRAFT-b2-C, and CRAFT-b3-D.

The results of SAT-based verification are reported in Table 2. Overall, all
three acceleration techniques and their combinations can improve the SAT-
based verification approach (no-opt) for almost all the verification tasks, solv-
ing one timeout case and significantly reducing the verification time for the
other cases. The combination gr·trbf outperforms the others because encod-
ing the bit-flip fault type needs fewer fault type selection inputs than that of
set and reset fault types. Note that adding more acceleration techniques does
not necessarily make an improvement, e.g., gr·trsr vs. gr·fe·trsr on AES-bi-
D, because ]MaxE(V(S,B`, T )) = ne and ]Clk(V(S,B`, T )) = nc are encoded
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Table 3. Results of fault-resistance verification: compositional vs. monolithic.

Name Model
Compositional Monolithic

R DRBDD SAT SMT BDD SAT SMT

AES-b1-D m(1, 1, T , cr) 173.06 193.49 15,944.55 timeout timeout timeout 3 3

AES-b1-D m(2, 1, T , cr) 409.31 1.65 5,735.58 timeout timeout timeout 7 7

AES-b2-D m(2, 1, T , cr) timeout 3,175.90 timeout timeout timeout timeout 3 3

AES-b2-D m(3, 1, T , cr) timeout 2.25 timeout timeout timeout timeout 7 7

CRAFT-b1-C m(1, 1, T , cr) 0.13 0.31 2.07 timeout 10,587.20 timeout 3 3

CRAFT-b1-C m(2, 1, T , cr) 0.24 0.05 0.04 timeout 510.55 timeout 7 7

CRAFT-b2-C m(2, 1, T , cr) 3.02 10.04 99.47 timeout timeout timeout 3 3

CRAFT-b2-C m(3, 1, T , cr) 4.26 0.38 1.73 timeout timeout timeout 7 7

CRAFT-b1-D m(1, 2, T , cr) 0.86 0.13 0.56 timeout 144.46 1,000.45 3 3

CRAFT-b1-D m(2, 2, T , cr) 37.32 0.03 0.02 timeout 12.69 1.26 7 7

CRAFT-b2-D m(2, 2, T , cr) 3,188.87 0.30 1.91 timeout 137.70 9,943.49 3 3

CRAFT-b2-D m(3, 2, T , cr) 3,295.12 0.04 0.04 timeout 40.53 1.87 7 7

CRAFT-b3-D m(3, 2, T , cr) timeout 0.44 11.33 timeout 203.83 9,551.44 3 3

CRAFT-b3-D m(4, 2, T , cr) timeout 0.05 0.05 timeout 52.42 2.28 7 7

LED64-b1-D m(1, 1, T , cr) 0.93 1.60 31.90 timeout 5,082.29 timeout 3 3

LED64-b1-D m(2, 1, T , cr) 0.96 0.16 0.93 timeout 1.04 timeout 7 7

LED64-b2-D m(2, 1, T , cr) 6.41 2.34 81.85 timeout 4,293.95 timeout 3 3

LED64-b2-D m(3, 1, T , cr) 44.55 0.17 1.88 timeout 1.60 timeout 7 7

as ne ≤ ]MaxE(V(S,B`, T )) ≤ ne and nc ≤ ]Clk(V(S,B`, T )) ≤ nc before bit-
blasting. Remark that FIRMER [37] indeed is CLEAVE when only gr is enabled.
Due to space limitations, the results of SMT- and BDD-based verification are
reported elsewhere [38], from which the same conclusion can be drawn. Thus,
hereafter, we adopt the combination of acceleration techniques gr·trbf .

5.2 Evaluation of Compositional Verification

To evaluate our compositional approach, we compare it with the monolithic one,
both of which adopt the combination of acceleration techniques gr·trbf .

The results are reported in Table 3. Overall, our compositional reasoning is
very effective, allowing CLEAVE to verify fault-resistance of almost all the bench-
marks while their monolithic counterparts often run out of time. For instance,
the monolithic BDD-based approach fails to verify all the benchmarks due to
the huge number of BDD variables. Indeed, the maximal number of rounds that
can be handled is 2 (cf. [38] for details).

In contrast, the compositional reasoning can verify all the benchmarks, ex-
cept for AES-b2-D and CRAFT-b3-D where even the single-round sub-circuit
cannot be verified by the BDD-based approach. For SAT/SMT-based verifica-
tion, the compositional reasoning takes significantly less time than its monolithic
counterpart. Note that the diverse performance between SAT/SMT- and BDD-
based approaches is mainly because we use the parallel SAT solver Glucose (8
threads) versus sequential SMT solver bitwuzla, and there is a cost for building
(several) BDDs.
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6 Related Work

Equivalence and safety checking play an essential role in the design of circuits.
Various SAT/SMT-based approaches (e.g., [22,7,11,10,12]) and BDD-based ap-
proaches (e.g., [29,17,14,13]) have been studied. They are orthogonal to our work
and cannot be directly applied to check fault-resistance.

Due to the prevalence of fault injection attacks, there are studies for finding
the effective fault vectors or checking the effectiveness of the fault vectors pro-
vided by users, e.g., [33,4,23]. However, it is virtually impossible to enumerate
all the possible fault vectors and valid inputs in practice, thus these approaches
are limited in efficiency and scalability. To mitigate these issues, the BDD-based
approach, FIVER [31], was proposed which does not need to explicitly enumerate
all the possible valid inputs [31], but still has to explicitly enumerate all the pos-
sible fault vectors. Very recently, the SAT/SMT-based approach, FIRMER [37],
was proposed to implicitly encode all the possible fault vectors into SAT/SMT
formulas, and thus no explicit enumeration is required for both possible fault
vectors and valid inputs. However, they often fail to verify the entire circuit un-
der all the possible fault vectors and valid inputs. Our compositional approach
circumvents the verification of the entire circuit of a large size, and can sig-
nificantly boost both SAT/SMT-based and BDD-based verification approaches
with novel acceleration techniques.

Compositional reasoning is a powerful divide-and-conquer approach for ad-
dressing the state-explosion problem. Hence, various compositional reasoning
techniques and methods have been investigated, e.g., [25,27,20,19], for safety,
equivalence and side-channel security verification. Our compositional reasoning
relies on the structural feature of (round-based) cryptographic circuits and the
fault-resistance verification problem, thus is different from the prior ones.

Synthesis techniques have been proposed to repair flaws (e.g., [18,40,32]).
However, they do not provide security guarantees (e.g., [40,32]) or are limited
to one specific type of fault injection attacks (e.g., clock glitch in [18]) and thus
may be still vulnerable to other fault injection attacks.

7 Conclusion

We have proposed the first compositional reasoning which decomposes the fault-
resistance verification of a whole round-based cryptographic circuit into that of
single-round sub-circuits. To efficiently verify single-round sub-circuits, we have
proposed various acceleration techniques and studied both SAT/SMT-based and
BDD-based approaches. We have implemented our approach in an open-source
tool CLEAVE and extensively evaluated it on a set of realistic cryptographic
circuits. The experimental results show that our compositional approach and
acceleration techniques can significantly improve all the SAT/SMT-based and
BDD-based verification approaches, outperforming the state-of-the-art baselines.

Disclosure of Interests. The authors have no competing interests to declare that

are relevant to the content of this article.
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